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Abstract

Replicationis an areaof interestto bothdistributedsys-
temsand databases. The solutionsdevelopedfrom these
two perspectivesre conceptuallysimilar but differin many
aspectsmodel,assumptiongnedhanismsguaranteero-
vided, and implementation. In this paper we provide an
abstract and “neutral” framewvork to compae replication
techniquefrombothcommunitiesTheframevorkhasbeen
designedo emphasizé¢he role playedby different meta-
nismsand to facilitate comparisons.The paperdescribes
the replicationtechniquesusedin both communitiescom-
paresthem,and pointsout waysin which they canbeinte-
gratedto arrive to better more robustreplicationprotocols.

1. Intr oduction

Replicationhasbeenstudiedin mary areas,especially
in distributedsystemgmainly for fault tolerancepurposes)
andin database@mainly for performanceeasons)In these
two fields,thetechniquesandmechanismsisedaresimilar,
andyet, comparingheprotocolsdevelopedn thetwo com-
munitiesis afrustratingexercise .Dueto themary subtleties
involved, mechanismghat are conceptuallyidentical, end
up beingvery differentin practice. So, it is very difficult
to take resultsfrom oneareaand apply themin the othet
In the lastfew years,aspartof the DRAGON project[16],
we have devoted our efforts to enhancedatabaseeplica-
tion mechanism#$y taking advantageof someof the prop-
ertiesof groupcommunicatiorprimitives. We have shavn
how groupcommunicatiorcanbeembeddedhto adatabase
[1, 22, 23] andusedas part of the transactiormanageito
guaranteeserialisablesxecutionof transactionsover repli-
cateddata[17]. We have alsoshovn how someof the over
headsassociatedvith groupcommunicatiorcanbe hidden
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behindthe costof executingtransactionstherebygreatly
enhancingperformanceand removing one of the serious
limitations of group communicationprimitives[18]. This
work hasproventheimportanceof andthe needfor acom-
monunderstandingf the replicationprotocolsusedby the
two communities.

In this paperwe presentamodelthatallowsto compare
and distinguishexisting replicationprotocolsin databases
anddistributedsystemsWe startby introducinga very ab-
stractreplicationprotocolrepresentingvhatwe considerto
be the key phasesf ary replicationstratgyy. Using this
abstractprotocol asthe baseline, we analysea variety of
replication protocolsfrom both databasesnd distributed
systemsandshaow their similaritiesand differences.With
theseideas,we parameteris¢he protocolsand provide an
accurateview of the problemsaddressedy eachone of
them. Providing sucha classificationpermitsto systemat-
ically explore the solution spaceandgive a goodbaseline
for the developmentof new protocols. While suchwork is
conceptuain naturewe believeit is avaluablecontribution
sinceit providesa muchneededoerspectie on replication
protocols. However, the contribution is not only a didactic
onebut alsoeminentlypractical.In recentyears andin ad-
dition to ourwork, mary researchersave startedo explore
the combinationof databaseand distributed systemsolu-
tions[25, 29, 21, 15]. Theresultsof this paperwill helpto
shav which protocolscomplemeneachotherandhow they
canbe combined.

The paperis organisedasfollows. Section2 introduces
ourfunctionalmodelanddiscussesomebasisfor ourcom-
parison.Section3 and Section4 presenteplicationproto-
colsin distributedsystemsinddatabasesgespectiely. Sec-
tion 5 refinesthediscussiorpresentedh Sectiond for more
comple transactiormodels.Section6 discusseshediffer-
entaspectof the paper Section7 concludeghis paper

2. Replication asan Abstract Problem

Replicationin databaseanddistributedsystemgely on
differentassumptiongnd offer differentguaranteeso the
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clients.In this sectionwe discusghe context of replication
in databaseanddistributedsystemsandintroducea func-
tional modelof replicationto allow usto treatreplicationas
anabstracproblem.

2.1 Replication Context

Hereafter we assumehat the systemis composedf a
setof replicasover which operationsmust be performed.
The operationsare issuedby clients Communicationbe-
tween different systemcomponentdclients and replicas)
takesplaceby exchangingmessages.

In this contet, distributed systemddistinguishbetween
the syndironousand the asyntironoussystemmodel. In
the synchronousnodelthereis a known boundon therel-
ative processpeedandon the messagé¢ransmissiordelay
while nosuchboundsxist in theasynchronoumodel. The
key differenceis that the synchronousystemallows cor-
rect crash detection while the asynchronousystemdoes
not (i.e., in an asynchronousystem,when someprocess
p thinks that someotherprocess; hascrashedg mightin
factnot have crashed)Incorrectcrashdetectionmakesthe
developmentof replicationalgorithm more difficult. For-
tunately muchof the compleity canbe hiddenbehindthe
so calledgroup communicatiorprimitives This is the ap-
proachwe have takenin the paper(seeSection3.1).

Databasegdo not distinguish synchronousand asyn-
chronoussystemssincethey acceptto live with blocking
protocols(a protocolis saidto be blocking if the crashof
someprocessmay preventthe protocolfrom terminating).
Distributed systemsusually look for non-blockingproto-
cols.

This reflects another fundamentaldifference between
distributed systemsand databaseeplication protocols. It
has beenshaowvn that the specificationof every problem
canbe decomposethto safetyandlivenesgpropertieq3].*
Databaserotocolsdo not treatlivenessssuedormally, as
part of the protocol specification. Indeed, the properties
ensuredy transactiongAtomicity, Consistenyg, Isolation,
Durability) [11] areall safetyproperties However, because
databaseaccepto live with blocking protocols livenesss
notanissue. For the purposeof this paper we concentrate
onsafetyproperties.

Databaseeplicationprotocolsmayadmit,in somecases,
operatorinterventionto solve abnormalcaseslik e thefail-
ure of a sener and the appointmentof anotherone (a
way to circumwent blocking). This is usually not done
in distributed systemprotocols,wherethe replacemenbf
a replica by anotheris integratedinto the protocol (non-
blocking protocols).

1A safetypropertysaysthatnothingbadever happenswhile aliveness
propertysaysthatsomethinggoodeventuallyhappens.
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Figure 1. Functional model with the five

phases

Finally, distributed systemsdistinguishbetweendeter
ministic and non-deterministicreplica behaiour. Deter
ministic replica behaiour assumeghat when presented
with the sameoperationsin the sameorder, replicaswill
producethe sameresults. Suchan assumptioris very dif-
ficult to make in a databaseThus,if the differentreplicas
have to communicatearyway in orderto agreeon aresult,
they canaswell exchangethe actualoperation. By shift-
ing the burdenof broadcastinghe requesto the sener, the
logic necessanat theclient sideis greatlysimplified at the
priceof (theoretically)reducingfaulttolerance.

2.2 Functional Model

A replication protocol can be describedusing five
genericphases. As we will later shav, somereplication
techniquesnay skip somephasesprderthemin a differ-
entmanney iterateover someof them,or memge theminto
a simplersequence.Thus, the protocolscanbe compared
by theway they implementeachoneof the phaseandhow
they combinethe differentphases. In this regard, an ab-
stractreplicationprotocolcanbe describedisa sequencef
thefollowing five phasegseeFigurel).

Request(RE): the client submitsan operationto one (or
more)replicas.

Server coordination (SC): thereplicasenerscoordinate
with eachotherto synchronisehe executionof the opera-
tion (orderingof concurrenbperations).

Execution (EX): the operationis executedon the replica
seners.

Agreementcoordination (AC): thereplicasenersagree
ontheresultof theexecution(e.g.,to guaranteatomicity).

ResponsdEND): the outcomeof the operationis trans-
mitted backto theclient.

The differencesbetweenprotocolsarisedueto the dif-
ferentapproachessedin eachphasewhich,in somecases,
obviate the needfor someother phase(e.g., when mes-
sagesare orderedbasedon an atomic broadcasprimitive,
the agreementoordinationphaseis not necessarginceit



is alreadyperformedaspart of the processor orderingthe
messages).

Within this framework, we will first considertransac-
tions composedf a single operation. This canbe a sin-
gle reador write operationa morecomplex operationwith
multiple parameterspr aninvocationon a method.A more
adwancedransactioomodelwill beconsideredn Section5.

RequestPhase. During the requestphase,a client sub-
mits an operationto the system. This canbe donein two
ways: the client candirectly sendthe operationto all repli-
casor theclientcansendthe operatiorto onereplicawhich
will thensendtheoperatiorto all othersaspartof thesener
coordinationphase.

This distinction,althoughapparentlysimple,alreadyin-
troducessome significant differencesbetweendatabases
and distributed systems. In databasesglients never con-
tactall replicas,andalwayssendthe operationto onecopy.
Thereasoris very simple:replicationshouldbetransparent
to the client. Being ableto sendan operationto all repli-
caswill imply the client hasknowledgeaboutthe datalo-
cation, schemaanddistribution which is not practicalfor
ary databasef averagesize. This is knowledgeintrinsi-
cally tied to the databasenodes,thus, clients mustalways
submitthe operationto onenodewhich will thensendit to
all others.In distributedsystemshowever, a cleardistinc-
tion is madebetweenreplicationtechniquedependingon
whetherthe client sendghe operationdirectly to all copies
(e.g.,active replication)or to onecopy (e.g.,passve repli-
cation).

It couldbe arguedthatin both casesthe requestmech-
anismscanbe seenascontactinga proxy (a databaseode
in one case,or a communicatioormodulein the other),in
which casethereareno significantdifferencedetweerthe
two approaches.Conceptuallythis is true. Practically it
is notavery helpful abstractiorbecausef its implications
asit will be discussedelorv whenthe differentprotocols
arecompared.For the momentbeing, notethat distributed
systemsdeal with processewhile databasealeal with re-
lational schemas A list of processess simplerto handle
thana databasechemaj.e., a communicatiormodulecan
be expectedto be ableto handlea list of processesut it
is not realisticto assumet canhandlea databaseschema.
In particular databaseeplicationrequirego understandhe
operationthatis goingto be performedwhile in distributed
systemspperationsemanticaisuallyplay norole.

Serwver Coordination Phase. Duringthesenercoordina-
tion phasethedifferentreplicasry to find anorderin which
theoperationsieedo beperformed.Thisis thepointwhere
protocolsdiffer the mostin termsof orderingstrategies,or-
deringmechanismsandcorrectnessriteria.

In termsof ordering stratgjies, databasesrder opera-
tionsaccordingo datadependencies hatis, all operations

musthave the samedatadependencieat all replicas. It is
becausef this reasorthatoperationsemanticplay anim-
portantrole in databaseeplication: an operationthat only
readsa dataitem is not the sameasan operationthat mod-
ifies that dataitem sincethe datadependenciestroduced
arenot the samein the two cases.If thereareno director
indirectdependenciebetweenwo operationsthey do not
needto be orderedbecausehe orderdoesnot matter Dis-
tributed systems,on the other hand,are commonlybased
on very strict notionsof ordering. From causality which
is basedon potential dependenciewithout looking at the
operationsemanticsto total order (eithercausalor not) in
whichall operationsreorderedegardles®f whatthey are.

In termsof correctnessgatabaserotocolsuseserialis-
ability adaptedto replicatedscenarios:one-copy serialis-
ability [6]. It is possibleto useothercorrectnessriteria[17]
but, in all casesthebasisfor correctnesaredatadependen-
cies. Distributedsystemauselinearisability andsequential
consistencyb]. Linearisabilityis strictly strongerthanse-
guentialconsisteng. Linearisabilityis basedon real-time
dependenciesvhile sequentiatonsisteng only considers
the orderin which operationsare performedon every indi-
vidual process.Sequentiatonsisteng allows, undersome
conditions,to readold values In this respect,sequential
consisteng has similarities with one-copy serialisability
but strictly speakingthetwo consisteng criteriaarediffer-
ent. Thedistributedsystenreplicationtechniquepresented
in this paperall ensurdinearisability

Execution Phase. Theexecutionphaseepresenttheac-
tual performingof theoperationIt doesnotintroducemary
differencesbetweenprotocols, but it is a good indicator
of how eachapproachreatsanddistributesthe operations.
This phaseonly representshe actualexecutionof the op-
eration,the applyingof the updateis typically donein the
AgreementCoordinationPhase.

AgreementCoordination Phase. During this phasethe
differentreplicasmalke surethatthey all dothe samething.
This phaseis interestingbecauset bringsup someof the
fundamentaldifferenceshetweenprotocols. In databases,
this phaseusuallycorrespond$o a Two PhaseCommitPro-
tocol (2PC)during which it is decidedwhetherthe opera-
tion will be committedor aborted.This phases necessary
becausen databaseghe Sener CoordinationPhasetakes
careonly of orderingoperations. Oncethe ordering has
beenagreedupon, the replicasneedto ensureeverybody
agreesto actually commit the operation. Note that being
ableto orderthe operationgdoesnot necessarilymeanthe
operationwill succeed.In a databasetherecanbe mary
reasonswvhy an operationsucceedsit one site and not at
another(load, consisteng constraintsjnteractionswith lo-
cal operations).This is a fundamentaHifferencewith dis-
tributedsystemavhereonceanoperatiorhasbeensuccess-



fully ordered(in the Sener CoordinatorPhase)it will be
delivered(i.e., “performed”)andthereis no needto do ary
furtherchecking.

Client ResponsePhase. The client responsehaserep-
resentghe momentin time whenthe client recevesa re-
sponsdrom the system.Therearetwo possibilities:either
the responsés sentonly after everythinghasbeensettled
andtheoperatiorhasbeenexecuted or theresponsés sent
right away and the propagationof changesand coordina-
tion amongall replicasis doneafterwards. In the caseof
databaseghisdistinctionleadsto (1) eagermr synchronous
(noresponseintil everythinghasbeendone)and(2) lazy or
asynchronouémmediateresponsepropagatiorof changes
is done afterwards) protocols. In the distributed systems
casethe responseaisuallytakesplaceonly afterthe proto-
col hasbeenexecutedandno discrepanciemayarise.

The client responsephaseis of increasingimportance
given the proliferation of applicationsfor mobile users,
wherea copy is notalwaysconnectedo therestof the sys-
tem andit doesnot make senseto wait until updatesare
appliedin the entire systemto let the userseethe changes
made.

3. Distrib uted SystemsReplication

In this section,we describethe modelandthe commu-
nicationsabstractionsisedby replicationprotocolsin dis-
tributed systems,and presentfour replicationtechniques
that have beenproposedn the literaturein the context of
distributedsystems.

3.1 Replication Model and Abstractions

We considera distributed systemmodelledas a set of
servicesimplementedby sener processeand invoked by
clientprocesseszachsenerprocessasalocal statethatis
modifiedthroughinvocations We considerthatinvocations
modify the stateof a sener in an atomicway, thatis, the
statechangegesultingfrom an invocationare not applied
partially. The isolation betweenconcurrentinvocationsis
the responsibilityof the sener, andis typically achieved
usingsomelocal synchronisatiormechanism.This model
is similar to “one operation”transactionsn databasege.g.,
storedprocedures)In orderto toleratefaults, servicesare
implementedy multiple sener processesr replicas.

To copewith the compleity of replication,the notion
of group (of seners)andgroup communicatiorprimitives
have beenintroduced[7]. The notion of group actsasa
logicaladdressingnechanismallowing theclientto ignore
the degreeof replicationandthe identity of the individual
sener processe®f a replicatedservice. Group communi-
cationprimitivesprovide one-to-mag communicatiorwith

various powerful semantics. Thesesemanticshide much
of the compleity of maintainingthe consisteng of repli-
catedseners. The two main group communicationprim-
itives are Atomic Broadcast(or ABCAST) and View Syn-
chronousBroadcast(or VSCAST). We give hereaninfor-
mal definitionof theseprimitives. A moreformal definition
of ABCAST canbefoundin [14] andof VSCAST canbe
foundin [27] (seealso[8, 9]). Groupcommunicatiorprop-
ertiescanalsofeatureFIFO orderguarantees.

Atomic Broadcast(ABCAST). Atomic Broadcastpro-
videsatomicityandtotal order. Let m andm’ betwo mes-
sageghatareABCAST to thesamegroupg of seners.The
atomicity propertyensureghatif onememberof ¢ delivers
m (respt.m’), thenall (not crashedmembersf g eventu-
ally deliverm (respt.m’). The orderpropertyensureghat
if two membersof ¢ deliver bothm andm/’, they deliver
themin the sameordet

View Synchronous Broadcast (VSCAST). The defini-
tion of View SynchronousBroadcastis morecomple. It
is definedin the context of a group g, andis basedon the
notion of a sequenceof views vy(g),v1(g), .. .,vi(g),. ..
of groupg. Eachview v;(g) definesthe compositionof the
groupatsometimet, i.e. themembersf thegroupthatare
percevedasbeingcorrectattime t. Whene/era procesp
in someview v;(g) is suspectedo have crashedor some
processg wantsto join, a new view v;11(g) is installed,
which reflectsthe membershighange.

Roughly speaking,VSCAST of messagen by some
memberof the groupg currentlyin view v;(g) ensureghe
following property:if oneproces® in v;(g) deliversm be-
fore installing view v; 11 (g), thanno processnstalls view
vi+1(g) beforehaving first deliveredm.

3.2 Active Replication

Active replication, also called the state machine ap-
proach[28], is a hon-centralisedeplicationtechnique.lts
key concepts thatall replicasreceve andprocesgshe same
sequencef client requests.Consisteng is guaranteedy
assumingthat, when provided with the sameinput in the
sameorder, replicaswill producethe sameoutput. This
assumptionmpliesthatsenersprocessequestsn a deter
ministicway.

Clientsdo not contactone particularsener, but address
senersasagroup. In orderfor senersto receve the same
inputin thesameorder, clientrequestganbe propagatedo
senersusinganAtomic BroadcastWealkercommunication
primitives can also be usedif semanticinformationabout
the operationis known (e.g.,two requestshatcommutedo
not have to bedeliveredat all senersin the sameorder).

The main advantageof active replicationis its simplic-
ity (e.g.,samecodeeverywhere)andfailure transpareng
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Figure 2. Active replication

Failuresarefully hiddenfrom the clients,sinceif areplica
fails, therequestsrestill processedby theotherreplicas.

Thedeterminisnconstrainis themajordrawbackof this
approach. Although one might also argue that having all
the processingloneon all replicasconsumegoo mary re-
sources.Notice however, that the alternatve, thatis, pro-
cessinga requestat only one replicaand transmittingthe
statechangedo the others(seenext section),in somecases
maybe muchmorecomplex andexpensve thansimply ex-
ecutingtheinvocationon all sites.

Figure 2 depictsthe active replicationtechniqueusing
anAtomic Broadcasascommunicatiorprimitive. In active
replication,phasefRE andSC aremeigedandphaseAC is
notused.Thefollowing stepsareinvolvedin theprocessing
of anupdaterequesin the Active Replicationaccordingo
our functionalmodel.

1. The client sendsthe requestto the seners using an
Atomic Broadcast.

2. Sener coordinationis givenby thetotal orderproperty
of the Atomic Broadcast.

3. All replicasexecutetherequesin theorderthey arede-
livered.

4. No coordinationis necessaryasall replicaprocesghe
samerequesin thesameorder Becauseaeplicaaredeter
ministic, they all producethe sameresults.

5. All replicasendbacktheir resultto the client, andthe
clienttypically only waitsfor thefirst answer

3.3 Passve Replication

The basic principle of passive replication, also called
Primary Badup replication, is that clients sendtheir re-
questdo a primary, which executeghe requestandsends
updatemessageto the backupseeFigure 3). The back-
ups do not executethe invocation, but apply the changes
producedby the invocationexecutionat the primary (i.e.,
updates).By doing this, no determinismconstraintis nec-
essaryon the executionof invocations.

Communicationbetweenthe primary and the backups
hasto guaranteethat updatesare receved and then pro-
cessedin the sameorder which is the caseif primary

Figure 3. Passive replication

backupcommunicatioris basedon FIFO channels.How-

ever, FIFO channelsarenotenougho ensurecorrectexecu-
tion in caseof failure of the primary. For example,consider
thatthe primaryfails beforeall backupseceve theupdates
for acertainrequestandanothereplicatakesoverasanew

primary. Somemechanismhasto ensurethat updatessent
by the new primarywill be“properly” orderedwith regard
to the updatessentby the faulty primary. VSCAST is a

mechanisnthat guaranteesheseconstraintsand canusu-
ally be usedto implementthe primary backupreplication
techniqud13].

Passve replicationcantoleratenon-deterministiceners
(e.g., multi-threadedseners) and useslittle processing
power when comparedto other replication techniques.
However, passve replicationsuffers from a high reconfig-
uration costwhenthe primary fails. The five stepsof our
framework arethefollowing:

1. Theclientsendgsherequesto theprimary:

2. Thereis noinitial coordination.

3. Theprimaryexecutegherequest.

4. Theprimarycoordinatesvith theotherreplicasby send-
ing theupdateinformationto the backups.

5. Theprimarysendgheanswetto theclient.

3.4. Semi-Active Replication

Semi-actve replicationis an intermediatesolution be-
tweenactive and passie replication. Semi-actve replica-
tion doesnot requirethat replicasprocessserviceinvoca-
tion in a deterministicmanner The protocolwasoriginally
proposedn a synchronousnodel[24]. We presentt here
in amoregenerakystemmodel.

Themaindifferencebetweersemi-actvereplicationand
active replicationis that eachtime replicashave to make
a non-deterministiaecision,a processcalled the leader,
makes the choiceand sendsit to the followers. Figure 4
depictsSemi-actve replication. Phase€X andAC arere-
peatedor eachnondeterministicchoice.

Thefollowing stepscharacterissemi-actve replication,
accordingto our framework.

1. The client sendsthe requestto the seners using an
Atomic Broadcast.
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2. The seners coordinateusing the order given by this
Atomic Broadcast.

3. All replicasexecutetherequesin theorderthey arede-
livered.

4. In caseof anondeterministicchoice theleaderinforms
thefollowers usingthe View Synchronousroadcast.

5. Thesenerssendbacktheresponséo theclient.

3.5 Semi-Passive Replication

Semi-passie replication [10] is a variant of passve
replicationwhich canbeimplementedn the asynchronous
modelwithout requiringary notionof views. Themainad-
vantageover passve replicationis to allow for aggressie
time-outsvaluesandsuspectingrashedgorocessesvithout
incurring too high a costfor incorrectfailure suspicions.
Becausehis techniquehasno equivalencen the context of
databaseeplication,we do notdiscusst in detail. Roughly
speakingjn semi-passie replicationthe Sener Coordina-
tion (phase2) andthe AgreementCoordination(phase4)
arepartof onesinglecoordinationprotocolcalledConsen-
suswith Deferred Initial Values

3.6. Summary
Figure5 summarisethedifferentreplicationapproaches
in distributedsystemsgroupedaccordinghefollowing two

dimensions: (1) failure transpareng for clients, and (2)
senerdeterminism.

4. DatabaseReplication

Replicationin databaseystemss donemainly for per
formancereasonsTheobjectiveis to accesslatalocally in

orderto improverespons¢imesandeliminatethe overhead
of communicatingvith remotesites. This is usuallypossi-
blewhenanoperatioronly readshedata,while write oper
ationsrequiresomeform of coordinationamongthe repli-
cas. Fault toleranceis anissuebut it is solved usingback
up mechanismsvhich, evenbeingaform of replication,are
entirelytransparento theclients.

4.1 Replication Model in Databases

A databasés a collectionof dataitemscontrolledby a
databasenanagemergystem A replicateddatabasés thus
a collectionof databasethat storecopiesof the samedata
items (for simplicity, we assumdull replication). Hence,
we distinguisha logical dataitem X andits physicalcopies
X, onthedifferentsites.The basicunit of replicationis the
dataitem.

Clients accesghe databy submittingtransactions.An
operationo; (X ), of atransaction,l;, canbe eitheraread
or awrite accesso alogical dataitem, X, in the database.
Moreover, atransactions aunit of work thatexecutesatom-
ically, i.e., atransactioreithercommitsor abortsits results
on all participatingsites. Furthermorejf transactionsun
concurrentlythey mustbe isolatedfrom eachotherif they
conflict. Two operationsf differenttransactiongonflict if
both accesghe samedataitem andoneof themis a write.
Isolationis provided by concurreng control mechanisms
suchaslocking protocols[6] which guaranteeserialisabil-
ity. Theseprotocolsareextendedto work in replicatedsce-
nariosand to provide 1-copy serialisability the accepted
correctnessriterionfor databaseeplication[6].

A client submitsits transactiongo only one database
and, in general,it is connectednly to this databaself a
databassenerfails, active transactiongnot yet committed
or aborted)runningon thatsener areaborted.Clientscan
thenbe connectedo anotherdatabassener andre-submit
thetransaction.The failureis seenby the client but, in re-
turn, the client’s logic is much simpler From a practical
point of view, in ary working system failuresarethe ex-
ceptionsoit makessenseo optimisefor the situationwhen
failuresdo notoccut

In this section,we will usea very simpleform of trans-
action that consistsof a single operation. This allows us
to concentrat®n the coordinatiorandinteractionstepsand
makesit possibleto directly comparewith distributedsys-
tem approachesThe next sectionwill refinethis modelto
extendit to normaltransactionsAlthoughthe singleoper
ation approachmay seemrestrictve, it is actuallyusedby
mary commerciakystemsn theform of storedprocedues
A storedprocedurgesembles procedurecall andcontains
all the operation®f onetransactionBy invoking the stored
proceduretheclientinvokesa transaction.

Notethatthe useof quorumss orthogonato thefollow-
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ing discussion. Quorumsonly determinehow mary sites
and which of them needto be contactedin orderto exe-
cuteanoperation.Independentiyf which sitesparticipate,
the phase®f the differentprotocolsarethe same.ln anex-

tremecasereadoperation®nly accesshelocalcopy (read-
one/write-allapproach6]), while write operationsequire
coordinationin ary case.

4.2 Replication Strategies

Gray et. al [12] have categoriseddatabaseeplication
protocolsusingtwo parametergseeFigure6). Oneis when
updatepropagationtakes place (eagervs. lazy) andthe
secondis who can perform updates(primary vs. update-
everywhere). In eagerreplication schemes,updatesare
propagatedvithin the boundarieof a transactionj.e., the
userdoesnotrecevethecommitnotificationuntil sufficient
copiesin the systemhave beenupdated.Lazy schemespn
the otherhand,updatea local copy, commitandonly some
time afterthe commit, the propagatiorof thechangedakes
place.Thefirst approactprovidesconsisteng in a straight-
forward way but it is expensve in termsof messag®ver
headandresponsdime. Lazy replicationallows awide va-
riety of optimisationshowever, sincecopiesareallowedto
diverge,inconsistenciemight occur

In regardto whois allowedto performupdatesthe pri-
mary copy approachrequiresall updatesto be performed
first at one copy (the primary or mastercopy) andthenat
the othercopies.This simplifiesreplicacontrolat the price
of introducinga single point of failure anda potentialbot-
tleneck. The updateeverywhereapproachallows ary copy
to beupdatedtherebyspeedingip accesbut atthe price of
makingcoordinationmorecomplex.

4.3 EagerPrimary Copy Replication

In aneagemrimary copy approachanupdateoperation
is first performedat a primary mastercopy andthenpropa-
gatedfrom this mastercopy to the secondarygopies.When
the primary hasthe confirmationthat the secondarycopies
have performedthe update,it commitsandreturnsa noti-
fication to the user Orderingof conflicting operationsis
determinedby the primary site and mustbe obeyed by the
secondarycopies. Readingtransactionsan be performed
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Figure 7. Eager primary copy

onary siteandreadingtransactionsvill alwaysseethelat-
estversionof eachobject. Early solutions,e.g.,distributed
INGRES[4, 30], usedthis approach.Currently it is only
usedfor fault-tolerancén orderto implementa hot-standby
backupmechanisnwherea primarysiteexecutedall opera-
tionsanda secondargiteis readyto immediatelytake over
in casethe primaryfails[11, 2].2

Figure 7 shavs the stepsof the protocolin termsof the
functionalmodelasit would beusedin ahotstand-byback-
up mechanism.The sener coordinationphasedisappears
sinceexecutiontakesplaceonly atthe primary. The execu-
tion phaseinvolves performingthe transactiono generate
thecorrespondindpg recordavhicharethensentto thesec-
ondaryandapplied. Thena2PCprotocolis executedduring
theagreementoordinationphase.Oncethis finishes,a re-
sponsas returnedo theclient.

Fromhere,it is easyto seethateageprimarycopy repli-
cationis functionally equivalentto passie replicationwith
VSCAST. The only differencesare internal to the Agree-
ment Coordinationphase(2PC in the caseof databases
and VSCAST in the caseof distributed systems). This
differencecan be explainedby the useof transactionsn
databasedAs explained, VSCASTis usedto guarante¢hat
operationsareorderedcorrectlyevenaftera failure occurs.
In a databaservironment,the useof 2PC guaranteeshat
if the primaryfails, all active transactionsvill be aborted.
Therefore,thereis no needto order operationsfrom “be-
fore the failure” and “after the failure” sincethereis only
onesourceandthedifferentviews cannotoverlapwith each
othetr

4.4. Eager Update Everywhere Replication

From a functional point of view therearetwo typesof
protocolsto considerdependingon whetherthey usedis-
tributedlocking or atomicbroadcasto orderconflictingop-
erations.

Distributed Locking Approach Whenusingdistributed
locking, aitem canonly beaccessedfterit hasbeenocked

2Notethatthe primaryis still asinglepointof failure,suchanapproach
assumethatahumanoperatorcanreconfigurehesystensothattheback-
upis thenew primary
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atall sites.For transactionsvith oneoperationthereplica-
tion controlrunsasfollows (seeFigure8). Theclientsends
therequesto its local databaseener. This senersendsa
lock requesto all othersenerswhich grantor do not grant
thelock. Thelock requestactsasthe Sener Coordination
phaself thelock is grantedby all sites,we canproceedIf
not, thetransactiorcanbedelayedandtherequestepeated
sometime afterwards. Whenall the locks aregranted the
operations executedatall sites.Duringthe AgreementCo-
ordinationphasea 2PC protocolis usedto make surethat
all sitescommitthetransaction Afterwards,the client gets
aresponse.

A comparisorbetweerFigures4 and8 showvs thatsemi-
active replicationand eagerupdateeverywhereusing dis-
tributedlocking are conceptuallysimilar. The differences
arisefrom the mechanismsisedduring the Sener Coordi-
nationand AgreementCoordinationphases.In databases,
Sener Coordinationtakesplaceusing2 Phasd_ocking [6]
while in distributed systemsthis is achiesed using AB-
CAST. The2 PhaseCommitmechanisnusedin the Agree-
mentCoordinationphaseof the databaseeplicationproto-
col correspondso the useof a VSCAST mechanisnin the
distributed systemsprotocol. If the databasesvere deter
ministic, 2PCwould not be neededandthe protocolwould
befunctionallyidenticalto active replication(seeFigure8).

Data Replication based on Atomic Broadcast It has
beensuggestedo usegroup communicationprimitivesto
implementdatabaseeplication. However, it hasnot been
until recentlythatthe problemhasbeentackledwith suffi-
cientdepthsoasto provide realisticsolutions[26, 17, 18].
Thebasicideabehindthis approachs to usethetotal order
guaranteedy ABCAST to provide a hint to the transac-
tion managenn how to orderconflictingoperationsThus,
the client submitsits requestto one databaseener which
thenbroadcasttherequesto all otherdatabasseners.In-
steadof 2 Phaselocking, the sener coordinationis done
basedon thetotal orderguaranteetty ABCAST andusing
sometechniquego obtainthelocksin a consistentanner
atall sites[17, 19]. It mustbeguaranteedhattwo conflict-
ing operationsareexecutedn the orderof the ABCAST at
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Figure 10. Lazy update everywhere

all sites. Oncethe local sener hasexecutedthe operation
it sendsthe responsdo the client (seeFigure2). Thefive
phasesrethefollowing:

1. Theclientsendgsherequesto thelocal sener

2. Thesenerforwardstherequesto all senerswhich co-
ordinateusingthe Atomic Broadcast.

3. Thesenersexecutethetransaction.

4. Thereis no coordinationat this point.

5. Thelocal sener senddacktheresponseo theclient.

Thesimilaritiesbetweeractive replicationandeagerup-
dateeverywhereusingABCAST areobviouswhenFigures
2 and9 arecomparedTheonly significantdifferences the
interactionbetweenthe client and the system. Regarding
the determinismof the databasesa completestudy of the
requirementsandthe conditionsunderwhich ABCAST can
be usedfor databaseeplicationand when an Agreement
Coordinationis necessarganbefoundin [17].

4.5. Lazy Replication

Lazy replicationavoidsthe synchronisatioroverheacbf
eagerreplicationby providing a responseo the client be-
fore thereis ary coordinationbetweenseners. As in ea-
ger solutionsthereexist both primary copy and updateev-
erywhereapproache¢seeFigure 10 for lazy updateevery-
where).In thecaseof primarycopy, all clientsmustcontact
the samesener to performupdateswhile in updateevery-
whereary sener canbe accessedDirectly after the exe-
cutionof thetransactiorthelocal sener sendgheresponse
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Figure 11. Eager primary copy approach for
transactions

backto theclient. Only sometime afterthe committhe up-
datesarepropagatedo theothersites.Thisallowsto bundle
changef differenttransaction@andpropagateipdateson
aninterval basisto reducecommunicatioroverheadlIn the
caseof primary copy the AgreementCoordinationphasds
relatively straightforvardin thatall orderingtakesplaceat
the primary and the replicasneedonly to apply the prop-
agatedchanges. In the caseof updateeverywhere,coor
dinationis much more complicated. Sincethe other sites
might have run conflicting transactionsat the sametime,
the copieson the differentsitesmight not only be stalebut
inconsistent.Reconciliationis neededo decidewhich up-
datesare the winnersand which transactionsnustbe un-
done.

Note thatthe conceptof lazinesswhile existing in dis-
tributedsystemsapproache§20], is not widely used. This
reflectsthe fact that thosesolutionsare mainly developed
for fault-toleranpurposesmakinganeageapproactoblig-
atory Lazyapproachegntheotherhand,areastraightfor
wardsolutionif performances themainissue.

5. Transactions

In mary databasedransactiongrenot onesingleoper
ation or are not executedvia a storedprocedure.Instead,
transactionsrea partialorderof readandwrite operations
which are not necessarilyavailable for processingat the
sametime. This hasimportantconsequencefor replica
control resultingin protocolswhich have no equivalentin
distributedsystems.

The factthat now a transactiorhasmultiple operations
andthatthoseoperationseedto be properlyorderedwith
respectto each other requiresto modify the functional
model. The modificationinvolvesintroducinga loop in-
cluding the Sener Coordinationand Executionphasesor
the Execution and AgreementCoordination phases,de-
pendingon the protocolused. The loop will be executed
oncefor eachoperationthatneedgo beperformed.
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Figure 12. Eager update everywhere ap-
proach for transactions

5.1 EagerPrimary Copy Replication

In the caseof primary copy, thereis no needfor sener
coordination. Hence,the loop will involve the Execution
and the AgreementCoordinationphases. In this loop an
operationis performedat the primary copy and thenthe
changessentto the replicas. This is donefor every oper
ationand,attheend,anew AgreemeniCoordinationphase
is executedin orderto go througha 2PC protocolthatwill
committhetransactioratall sites(seeFigurel1l).

Note that the AgreementCoordinationphasedor each
operationandthat the one at the end usedifferentmecha-
nisms.If we comparehiswith thealgorithmin Sectior4.4,
we noticethatthelastphaseas thesame.For eachoperation
exceptthelast, it sufiicesto sendthe operation.In thefinal
AgreementCoordinationphase,a 2PC protocolis usedto
male sureall siteseithercommitor abortthetransaction.

An alternatve approachto this oneis to use shadev
copiesand propagatethe changesmadeby a transaction
only after the transactionhas completed(note that com-
pletedis not the sameas committed). If this approachis
usedtheresultingprotocolis identicalto thatshavn in Fig-
ure7.

5.2 Eagerupdate everywherereplication

We will againlook atthe two differentapproachesised
to implementeagempdateeverywherereplication.

Distrib uted Locking In thiscasealock mustbeobtained
for every operationin the transactionThis requiresrepeat-
ing the Sener CoordinatiorandExecutionphasesor every

operation. At the end,onceall operationshave beenpro-

cessedn thisway, a 2PCprotocolis usedduringthe Agree-
mentCoordinationphaseo commitor abortthetransaction
atall sites(seeFigure12).

Certification BasedDatabaseReplication Whenusing
ABCAST to sendthe operationgo all replicas,the result-
ing total orderhasno bearingon the serialisatiororderthat
needsto be produced. For this reason,it doesnot make
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Figure 13. Certification based Database Repli-
cation

much senseto use ABCAST to sendevery operationof
a transactionseparately It makes sensehowever, to use
shadev copiesat one site to perform the operationsand
then,oncethetransactions completedsendall thechanges
in onesinglemessag¢l?]. Dueto thefactthatnow atrans-
actionmanagekhasto unbundlethesemessageshe agree-
mentcoordinationphasebecomesmore complicatedsince
it involvesdecidingwhetherthe operationsanbe executed
correctly This can be seenas a certification stepduring
which sitesmake surethey canexecutetransactionsn the
orderspecifiedby the total orderestablishedy ABCAST
(seeFigurel3).

5.3 Lazy Replication

Whenusinglazy replication,updatesarenot propagated
until the transactioncommits. Thenall the updatesper
formedby thetransactioraresentasa unit. Thus,whether
transaction$ave oneor more operationsdoesnot make a
differencefor lazy replicationprotocols.

6. Discussion

This paper presentsa generalcomparisonof replica-
tion approachessedin thedistributedsystemanddatabase
communities. Our approachwas to first characterise
replication algorithms using a generic framework. Our
genericframework identifiesfive basicstepsand,although
simple, allows us to classify classicalreplication proto-
cols describedn the literatureon distributed systemsand
databases.

Figure 14 summarisesthe different replication tech-
niques. We seethatany replicationtechniquethatensures
strongconsisteng haseitheran SC and/orAC stepbefore
the END step. All techniqueshave at leastonesynchroni-
sationstep(SC or AC). If the executionstep (EX) is de-
terministic, no synchronisatiorafter EX is neededasthe
executionwill yield the sameresulton all seners. For the
samereason,if only one sener doesthe execution step,
thereis no needfor synchronisatiorbeforethe execution.

M odel RE | SC | EX | AC | END
Active RE SC EX END *
Passive RE EX | AC |END
K
Semi-Active RE | SC EX | AC | END §
L %
Eager Primary Copy | RE EX | AC |END S
0\,
Eager Update Qa
Everywhere with RE | SC EX | AC | END o
Distributed Locking r S Q
Eager Update
Everywhere with RE SC | EX END
ABCAST
Certification based =
Toeaon | RE EX | AC |END * 3
Lazy Primary EX | END| AC g
Copy RE 2.
@
Lazy Update
Evaywners | RE EX | END| AC g

Figure 14. Synthetic view of approaches

Severalconclusioncanbedrawvn from this figure. First, pri-
mary copy andpassie replicationschemeshareonecom-
mon feature:they do not have an SC phase(sincethe pri-
mary doesthe processingthereis no needfor early syn-
chronisatiorbetweerreplicas).Furthermoreupdateevery-
wherereplicationschemeseedtheinitial SC phasebefore
anupdatecanbe executedby thereplicas.The only excep-
tionsarethe CertificationbasedechniqueshatuseAtomic
Broadcast(Sect.5.2). Thosetechniquesare optimisticin
the sensethat they do the processingwithout initial syn-
chronisation,and abort transactionsn order to maintain
consisteng. Finally, the differencebetweereagerandlazy
replicationtechniquess the orderingof the AC andEND
phases:in the eagertechnique the AC phasecomesfirst,
while in thelazy techniquethe END phasecomesdfirst.

7.Conclusion

Despitedifferentmodels,constraintsandterminologies,
replicationalgorithmsfor distributedsystemsnddatabases
bear several similarities. Thesesimilarities put into evi-
dencetheneedfor strongercooperatiorbetweerbothcom-
munities. For example, replicateddatabasesould bene-
fit from the abstraction®f distributed systems.Presently
we are planninga performancestudy of the different ap-
proachestakinginto accoundifferentworkloadandfailure
assumptions.
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